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ANALYSIS OF ECONOMIC AND MATHEMATICAL MODELING
OF INDUSTRIAL ENTERPRISE FUNCTIONING AT MULTICOLLINEARITY
BASED ON PARAMETERIZATION

Purpose. Investigation of multicollinearity in multifactorial economic and mathematical regression models of activity of Inhu-
lets Mining and Processing Plant and reduction of its negative influence based on application of the parameterization method.

Methodology. To reduce the negative impact of multicollinearity in multifactorial regression models, a technique is developed
that is based on the transition from the function of several variables to its parametric representation by analyzing the correlation
matrix between factors in order to eliminate mutual correlation.

Findings. Economic and mathematical modeling of the activity of the JSC Inhulets Mining and Processing Combine showed
that the presence of multicollinearity when applying a multifactor regression model leads to a distortion of the obtained results,
which reduces the practical value of the model. The application of the parametrization method made it possible to reduce the in-
fluence of multicollinearity by providing parametric representations of the economic-mathematical model of holding the real
economic process. The application of the parameterization method makes it easier to construct an economic-mathematical mod-
el in the form of regression equations, to reduce the negative impact of multicollinearity in the implementation and meaningful
analysis of features of economic and mathematical modeling using multivariate regression equations.

Originality. For the first time, the application of the parameterization method is proposed, which allows us to simplify the
construction of an economic-mathematical model in the form of regression equations. Using the parameterization method allows
reducing the uncertainty in the synthesis of multivariate regression equations, ensuring appropriate adequacy.

Practical value. The analysis of the obtained results of economic and mathematical modeling of the activity of the Inhulets
Mining and Processing Plant based on significant statistical material using the developed algorithm of elimination of multicol-
linearity confirmed the effectiveness of the proposed approach. It is recommended to include the developed algorithm for elimina-

tion of multicollinearity by parametrization in the practice of management of economic activity of mining enterprises.
Keywords: mining, regression, multifactorial model, multicollinear, parameterization, financial activity

Introduction. The current state of Ukrainian mining in-
dustry is characterized by uncertainty, which is largely related
to the economy. In this context, it is important to make a rea-
sonable and timely assessment of the economic difficulties
arising in the activities of mining enterprises. At the same
time, the rapid development of events leads to the need to ap-
ply new approaches based on the use of modern mathematical
apparatus with the use of the latest advances in IT technolo-
gies. One of the possible and effective approaches to solving
emerging matters is the mathematical modeling method. It is
clear that such modeling should adequately describe economic
phenomena. Given that there is uncertainty in the studied
economic phenomena in mathematical modeling, multivari-
ate regression models are used in mathematical modeling, the
question arises about the validity of the methods used in their
construction. In particular, consideration of multicollinearity
is a rather important matter. The construction of a multivari-
ate regression model in the presence of multicollinearity leads
to a distortion of the results obtained due to the correlation of
the input variables. As a consequence, it is important to evalu-
ate the impact of multicollinearity on the simulation result
and, if possible, to eliminate it.

Literature review. Along with traditional statistical meth-
ods of data analysis, mathematical and statistical methods
based on the known methodology are used in the study of real
socio-economic phenomena and processes.

© Lokhman N., Serebrenikov V., Beridze T., Cherep A., Dashko I.,
2020

The complexity of the use of mathematical and statistical
methods involves a more complete disclosure of the essence,
patterns and trends of specific phenomena and processes in
order to adequately display the properties, reserves and pros-
pects of development and ways of improvement.

Modern studies in the field of economics and its applica-
tion in production are largely devoted to the analysis of the
activity of enterprises through their economic and mathemati-
cal modeling. The works by scientists-economists
M. 1. Bakanov, A. D.Sheremet [1], R. S. Saifulin [2], G. V. Sa-
vitska [3] and others focus on efficiency and methods of its
evaluation in economics. The content of mathematical model-
ing of economic activity is revealed in the works by scientists
V. V. Vitlinskyi [4], M. O. Kyzym [5], M. O. Ponomarenko [6],
O.M.Tryded [7]. In [8] it is proposed to use the value of aver-
age geometrical from the list of indicators as criterion of effi-
ciency; according to the authors, the indicators define effi-
ciency of management of industrial activity of enterprises.
U. Mereste proposes to use matrix method to measure produc-
tion efficiency [9]. According to the scientist, it will allow de-
fining changes in the process of functioning and revealing re-
serves of improvement of activity of the enterprise. O. P. Lev-
chenko notes that as a result of the analysis of components of
economic activity of the enterprise, the most significant in the
economic mechanism is the economic component [10].

Burova T.A. proposes to identify systems of indicators,
which will allow forming an assessment of the efficiency of the
enterprise [11]. Research on the methodology of statistical
evaluation of the economic strategy of enterprises, which con-
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tributes to the formation of a model of their strategic develop-
ment, is considered in [12]. Orientation to solving practical
problems that can be described using a mathematical model is
given in detail in [13].

Unsolved aspects of the problem. At the same time, atten-
tion is not fully paid to the influence of uncertainty and ran-
domness in economic and mathematical modeling. In partic-
ular, this applies to the peculiarities of the application of mul-
tivariate regression models, where such an aspect as multico-
linearity is quite simplified [14].

The purpose of the article is to investigate and eliminate
the influence of multicollinearity on the result of economic
and mathematical modeling when constructing a multivari-
ate regression model by applying the parameterization
method.

Results. There are various ways to identify multicollinear-
ity using statistical methods. In particular, one such method is
the Farrar-Glauber algorithm [4]. The peculiarity of the men-
tioned algorithm is that it allows identifying the presence of
multicollinearity, but does not indicate an effective way to
eliminate it. In this paper, an attempt is made to eliminate
multicollinearity by presenting a multivariate regression model
in a parametric form. Let us consider a linear three-factor re-
gression model whose equation is

y=ayta - x+a, - x,+ay-x3+u, (1)

where y is the output variable; x,, x,, x; are input variables (fac-
tors); ay, a,, a,, a; are parameters; u is perturbation.

Let us suppose that there is certain multicollinearity, that
is, there is a correlation between the factors. According to the
Farrar-Glauber algorithm, based on the submitted statistical
material and using Pearson’s criterion, the presence of multi-
collinearity is established. If there is no multicollinearity, then
the parameters included in equation (1) are found, in particu-
lar by the ordinary least squares (OLS). In the presence of
multicollinearity, options are possible. At the first stage, using
the Farrar-Globe algorithm, we establish the existence of a
correlation dependence of one factor on the other two. Let us
consider the case where there is a correlation dependence of
the factor x; on the factors x; and x,, moreover, this depen-
dence is confirmed by the statistical criterion, in this case, the
Fisher criterion. Then it is natural to write a linear two-factor
regression model in the form.

X3:b0+b]'xl+b2'X2+u3, (2)

where by, b|, b, are parameters; u; is perturbation.
Substituting (2) into equation (1), we obtain an equation
that contains only two factors.

Yy=ayta -x +a-x,+az- (b0+b| ~x1+b2‘x2+u3)+u,
or
Yy=Ccyt+C - X +Cy Xyt Uy,
where
CO:ao+a3'b0; C1:a1+a3'b1; C2:a2+a3'b2;
Uyg=u+as- uUs.

The next step is to establish the existence of multicol-
linearity of the variables x; and x,. To do this, we can use Stu-
dent’s criterion according to the Farrar-Glauber algorithm. If
there is no multicollinearity, then there is no correlation be-

tween the variables x, and x,. In this case, we obtain a system
of two equations depending on two variables.

3)

{y:co+cl X HCy Xy Uy
Xy =by+b - x,+by-x,+uy

The use of OLS allows estimating the values of the param-
eters included in (4). The result is a system of equations

“)

P=Cy+6 X +65 X,
o~ A ~ 7,
Xy=by+b-x,+b,-x,

~ A~

where C,¢,,¢,,00,b,,b, are values of the parameters found us-

ing OLS; J, X, are estimates of the source variable y and fac-
tor xs.

If multicollinearity is present, there is a correlation be-
tween the variables x; and x,. The specification of such depen-
dency can be set by the correlation field of variables x; and x,.
If there is a linear correlation relationship, then the regression
equation can be written as

X2:d0+dl‘xl+u5, (5)

where are parameters; is perturbation.

Substituting (5) into system (3) and taking into account
(6), we obtain a system of three equations that depend on one
variable

y=ey+e X +U,
X, =dy+d,-x, +us, (6)

xy=fo+ i X +uy

where ey =cy+c3-dy; ey =ci+cy-dys fo=by+ by - dy; fi=b, +
+by-d;ug=us+cy - us; Uz =us+ by - Us.

The use of OLS allows estimating the values of the param-
eters included in (7). The result is a system of equations

y=e,+e x

X, =dy+d,-x, 7
H=fthx

o~ o~~~

where é,,€,,d,,d,, fy, f; are values of the parameters found us-

ing OLS; y,x,,x, are estimates of the source variable y and
factors x, and x;.

The systems of equations (5) and (8) allow representing the
three-factor regression model (1) in parametric form, thus
eliminating multicollinearity.

In the general case, if the n-factor regression model is con-
sidered, then, in the presence of multicollinearity, the transi-
tion to a parametric representation of the regression model
sequentially from n — 1 parameters to one parameter is carried
out in accordance with the above algorithm, if possible. Such
representation of the n-factor regression model will eliminate
the negative impact of multicollinearity.

The application of the developed algorithm on the exam-
ple of financial activity analysis of Inhulets Mining Combine
(InMC) of Kryvyi Rih city [15, 16] is presented below. Table 1
provides statistical material according to the InMC.

Based on economic considerations, the three-factor re-
gression model of income (Y) dependence on three factors:
labor costs (X)), current assets value (X,) and residual value
(X5), is to be found in the form of a production function of
power form.

y=ay XXX, ®)

where a,, a,, a,, a; are parameters; u is perturbation.
We reduce equation (8) to a linear form by taking loga-
rithms.
Iny=Inay+a,-Inx; +a,-Inx, +a; - Inx; +Inu. ~ (9)
In the new notations, equation (9) takes the form.
z=a+a,-t+a, hL+as, (10)
where

z=Iny; a=Inay; t=Inx;(i=1,2,3); w=Inu.
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Statistical data on the production activities of the InMC enterprise

Table 1

Years I‘ncome (Y) Lapor costs (X) Curren't assets value (X5) Res.idual cost (X3)
(unit of currency) (unit of currency) (unit of currency) (unit of currency)

2001 796 086 72 498 378 681 821 313
2002 886 660 90422 348 862 792 836
2003 1136460 118 874 525939 915 598
2004 1446 530 146 511 406 689 735313
2005 2053653 207 203 835021 812229
2006 2084934 249 876 852 886 1012 412
2007 2998 135 306 953 1617 929 1228221
2008 6441 396 317 326 6726 606 1312242
2009 4384200 287 365 5632716 4117950
2010 8 897 838 338 240 7225286 4041718
2011 9875431 342 604 11 822 216 4361 040
2012 9986 708 335975 12 263 759 6506 394
2013 10 352 257 355995 17 185 530 6626 622
2014 11 341 151 405 726 17 032 936 8940 619
2015 9489 519 469 718 25161 471 10 461 594
2016 11 306 531 517 181 23501 747 11 449 166
2017 15 711 286 667 177 35096 304 11 570 129
2018 18 706 815 926 033 40 843 517 11 874 357

We transform the data of Table 1 according to formulas
(10) (Table 2) and use the OLS to find the parameters. As a
result, model (10) will take the form

2=3.27+0.45-1,+0.516 - £,—0.091 - £,.

In this case, the coefficient of determination amounted to
R?> = 0.973 and Fisher’s criterion — F = 132. Given that the
critical value of the Fisher criterion is equal to F'= 132 > 3.59,
we conclude that the regression equation is significant (10).

However, taking into account that the regression model
(10) is multivariate, it is possible to distort the obtained results.

First of all, this may be due to the existence of multicollinear-
ity. Therefore, it is necessary to check for multicollinearity.
For this purpose, we use the Farrar- Glauber algorithm. Let us
present the initial data in a standardized form according to the
formulas

where 7, is the average value ty; 8y is standard deviation.
The results of the calculations are presented in Table 2.

Table 2
Results of calculations by the Farrar-Glauber algorithm
Years z f t t 1 ) 5 £t 1t 13 11
2001 13.59 11.19 12.84 13.62 -2.08 -1.28 -0.99 2.66 2.07 1.27 4.33
2002 13.70 11.41 12.76 13.58 -1.69 -1.33 -1.03 2.25 1.74 1.37 2.87
2003 13.94 11.69 13.17 13.73 -1.22 -1.07 -0.89 1.30 1.08 0.95 1.48
2004 14,19 11.90 12.92 13.51 -0.85 -1.23 -1.10 1.05 0.94 1.36 0.72
2005 14.54 12.24 13.64 13.61 -0.24 -0.78 -1.00 0.19 0.24 0.79 0.06
2006 14.55 12.43 13.66 13.83 0.09 -0.77 -0.79 -0,07 -0.07 0.60 0.01
2007 14.91 12.63 14.30 14.02 0.45 -0.37 -0.59 -0.17 -0.27 0.22 0.20
2008 15.68 12.67 15.72 14.09 0.51 0.52 -0.53 0.26 -0.27 -0.28 0.26
2009 15.29 12.57 15.54 15.23 0.33 0.41 0.61 0.14 0,20 0,25 0.11
2010 16.00 12.73 15.79 15.21 0.62 0.57 0.59 0.35 0.37 0.33 0.38
2011 16.11 12.74 16.29 15.29 0.64 0.88 0.67 0.56 0.43 0.58 0.41
2012 16.12 12.73 16.32 15.69 0.61 0.90 1.06 0.55 0.64 0.95 0.37
2013 16.15 12.78 16.66 15.71 0.71 1.11 1.08 0.79 0.77 1.20 0.50
2014 16.24 12.91 16.65 16.01 0.94 1,10 1.38 1.03 1.29 1.52 0.88
2015 16.07 13.06 17.04 16,16 1.19 1.35 1.53 1.61 1.83 2.07 1.43
2016 16.24 13.16 16.97 16.25 0.90 0.98 1.22 0.89 1.11 1.20 —
2017 16.57 13.41 17.37 16.26 1.29 1.21 1.23 1.56 1.59 1.49 —
2018 16.74 13.74 17.53 16.29 1.78 1.30 1.26 2.31 2.24 1.63 —
amount 15.37 12.55 14.29 14.89 0 0 0 — — — —
stand. deviation 1.04 0.66 1.72 1.11 — - k.cor 0.920 0.850 0.957 —
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According to Table 2, we make up the correlation matrix

1 0.833 0.732
r=|0.833 1 0.878 |. (11)
0.732 0.878 1

We calculate the determinant of the correlation matrix
|r|=0.07. (12)

Since the determinant is quite small, we can conclude that
there are multicollinearity factors.

According to the Farrar-Glauber algorithm, we compute
y? — the statistics by the formula

Xzz_[n_l_é(zpﬂ)}nr. (13)

Given that n =15, p =3 and (12), we find by formula (13)
x?=32.4.

Critical value of the Pearson criterion is equal to

xip(p(pz_l);a]=x§,,(3;o.os):7.31.

If
v=32.4>78l,

then multicollinearity takes place.

Then, we determine the relationship between the selected
factor and the other two using the Fisher criterion. We find a
matrix inverse of the correlation matrix (11),

327 =272 —0.004
rl=| =272 6.644 -3.845|. (14)
-0.004 -3.845 4.381

We calculate the Fisher criterion by the formula
n-p
F =(c, —-1)—=, 15
k ( k ) -1 (15)

where ¢y, is diagonal elements of the matrix (14).
Substituting in (15) the diagonal elements of the matrix
(14), we find

F,=13.62;
The critical value of the Fisher criterion is
F(a,p—1,n-p)=F,0.05; 2; 12) = 3.89. (16)

Since F,=13.62>3.89; F,=33.87>3.89; F;=20.28 > 3.89
then each factor correlates with the other two.

Given that #, correlates with #, and #;, the regression equa-
tion can be written as

F,=33.87;, F;=20.28.

t=by+b,-t,+by 15 (17)
Using OLS, we find
1=924+0.482-1,-0.277 - t;. (18)

Thus, R? = 0.824, F=28.1, F,,(0.05; 12; 2) = 3.89. Since
28.1 > 3.89, equation (18) is significant.
Substitute (17) into (10)

z=a+al(b0+b1-t2+b2-t3)+a2't2+a3-t3,
or
Z:C0+C1‘12+C2’t3. (19)

Consider the correlation #, and #;. In this case, the correla-
tion matrix takes the form

(1 08 2%
“losrs 1 [ (20)

The determinant of the matrix (20) is equal to

1 0.878

Irl =
0.878 1

=0.229. Q1)

According to the Farrar-Glauber algorithm, we compute
x? — the statistics according to formula (13). Given that n = 15,
p=3and (21), by formula (13) we calculate x> = 17.9. Accord-
ing to the table, we find (2; 0.05) = 4.303. Since 17.9 > 4.303,
multicollinearity is present. Therefore, we can write the re-
gression equation between #, and ;. To specify the regression
equation, we construct a correlation field (Figure).

Analysis of the correlation field in Figure shows that there
is a linear correlation. This allows us to record the regression
equation as

L=Yo+71 b (22)
Using OLS, we find
,=5.79+ 0593 - f,. (23)

Thus R = 0.886, F = 100, F,,(0.05; 13; 1) = 4.67. Since
100 > 4.67, then equation (23) is significant. Substitute (22)
into (19)

Z:CO+C1'12+C2’(d0+d1't2),

or
Z=0p+0 b (24)
Considering (24), formula (17) takes the form
th=by+b,-tb+b, - (dy+d; 1),
or
L=Bo+Bi- b (25)
Using OLS, we find
1, =7.64+0.318 - 1,. (26)

Thus R? = 0.797, F = 51, F,,(0.05; 13; 1) = 4.67. Since
51 > 4.67, then equation (26) is significant.
Finally, let us consider equation (28). Using OLS, we find

2=6.15+0.604 - 1,. Q7)

Thus, R? = 0.956, F =281, F.,,(0.05; 13; 1) = 4.67. Since
281 > 4.67, then equation (27) is significant.

Thus, the system of equations (27, 26 and 23), which de-
termines the model of regression of financial activity of InMC,
is obtained.

2=6.15+0.604 1,
1, =7.64+0.318-1,. (28)
1,=5.79+0.593 1,

From a mathematical point of view, there is a parametric
representation of the regression model. In this case, the basic
parameter is a variable £,.
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Fig. Correlation field and regression line
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It is clear that any of the variables that are more economi-
cally viable can be selected as the base parameter.

Given the substitution (10), the system (28) can be written
in a power form

y=469-x,  (R*=0.874,F =90)
x, =2076-x0318, (R2 =0.832, F = 64.4). (29)
X, =328-x3%,  (R*=0.858,F =78.5)

Since each of the calculated values of the Fisher criterion
in (29) is greater than this value, we conclude that the equa-
tions found are significant.

In conclusion, it should be emphasized that the construc-
tion of the model of multivariate regression allows not only
taking into account the multicollinearity of the factors, but
also calculating the values of these factors, depending on the
value of the basic factor taken as a parameter.

Conclusions. Market relations in Ukraine require the use
of modern management methods in the economy, which are
based on economic and mathematical modeling. Particular at-
tention should be paid to the adequacy of mathematical mod-
els, since their synthesis occurs when taking into account un-
certainties. Considering that multivariate regression analysis is
used in the construction of models, multicollinearity is signifi-
cantly influenced by the correctness of the conclusions drawn.
The elimination of multicollinearity by applying a parametric
approach allowed avoiding this negative influence. In addi-
tion, the developed algorithm made it possible to simplify the
regression model for its further application. The efficiency of
the proposed algorithm is confirmed on the example of the
economic activity analysis of Inhulets Mining Combine.
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(yHKUIT AeKIIBKOX 3MiHHUX J10 ii TapaMeTPUYHOTO MOJaHHS
LLIJIIXOM aHaJji3y KOpeJsiiiHOI MaTpulli MiX (akropamu 3
METOIO0 YCYHEHHSI B3aEMHOI KOPeJIsILIii.

PesynmbraTn. ExoHOMiKO-mMaTeMaTMUHE MOJIETIOBAHHS
nistibHOCTI TIpAT «IHTYNIebKril TipHUYO-30arauyBaaibHUN
KOMOiHaT» TMOKa3ajio, 110 HasBHICTh MYJbTUKOJiHEApHOCTI
MpU 3aCTOCYBaHHiI 0OaraTohaKTOpHOI perpeciiiHol Momesni
MPU3BOAUTH A0 CIIOTBOPEHHSI OTPUMAaHUX DE3YJbTaTiB, L€
3HUXKYE MPAKTUYHY IIHHICTh MOJIENi. 3aCTOCYBaHHST METOY
rnapaMeTpu3allii 103BOJUI0 3MEHIIIUTU BILUIUB MYJIbTUKOJi-
HEapHOCTi, HANABIIM MMapaMEeTPUIHOTO TOJAHHS €KOHOMi-
KO-MaTeMaTUYHiil MoJiesli YTpUMaHHS peaibHOTO eKOHOMiY-
HOTO TIpoliecy. 3aCTOCYBaHHSI METOMy TMapaMmeTpu3alii 10-
3BOJISIE CIIPOCTUTH TTOOYIOBY €KOHOMiKO-MaTeMaTUYHOI MO-
JieJli y BUIJISIAI peTpeciiiHUX PiBHSIHb, 3MEHILIMTU HETATUBHU I
BIUIMB MYJIbTUKOJIIHEAPHOCTI MPU peastizallii Ta 3MiCTOBHOMY
aHati3i 0cobJUBOCTEN EKOHOMIKO-MaTeMaTUYHOTO MOJETIO-
BaHHS 3a JOMOMOro 6araToakTOPHMX perpeciiHuX piB-
HSTHb.

HaykoBa HoBM3HA. YTiepiiie 3aIIPONIOHOBAHE 3aCTOCYBaH-
HSI METO/a TapaMmeTpu3allii, 110 TO3BOJISIE CIIPOCTUTH TTOOY-
JIOBY €KOHOMiKO-MaTeMaTUYHOI MOJIeJi Y BUIJISIZI perpeciii-
HUX piBHSHb. BukopucrtaHHs MeToma mnapamMeTpu3aliii 10-
3BOJISIE BMEHIIMTH HEBU3HAUYEHICTh MPU CUHTE31 OaraTodak-
TOPHUX perpeciiHuxX piBHSIHb, 3a0€3MEUYMBIIM BiIMOBIIHY
aJIeKBaTHICTb.

IIpakTHyHa 3HAYMMICTB. AHAJIi3 OTPMMAHMX PE3yJIbTaTiB
€KOHOMiKO-MaTeMaTUYHOTIO MOJEIIOBAHHS isIbHOCTI [HTy-
JICIILKOTO TipHUYO0-30arauyBaJibHOTO KOMOiHATy Ha 3HAYHO-
My CTaTUCTUYHOMY MaTepiaji i3 3aCTOCyBaHHSIM po3po0Je-
HOTO aJIFOPUTMY YCYHEHHSI MYJIbTUKOJIIHEAPHOCTI IMiaATBep-
IIUB Mi€BICTh 3aMPOIMOHOBAHOrO miaxoxy. PekoMeHmyeTbcs
BKJIIOYUTHU PO3POOJICHUI aJITOPUTM i3 YCYHEHHSI MYJIbTUKO-
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JIIHEapHOCTI LUISIXOM IMapaMeTpu3allil 10 MPakKTUKU YIpaB-
JIIHHSI €KOHOMIYHOIO MisUIbHICTIO TipHUYOPYAHUX IiANpU-
€MCTB.
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AHaM3 3KOHOMHMKO-MATeMAaTHYECKOTO
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NpH MYJIbTHKOJUIMHEAPHOCTH HA OCHOBE
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eas. UccnenoBaHue MyJIbTUKOUIMHEAPHOCTU B MHOTO-
(baKTOpPHBIX pPErpecCMOHHBIX 3KOHOMHKO-MAaTeMaTUYECKUX
MoIesx AesTebHOCTU MHryaenKkoro ropHo-o00raTuTelib-
HOro KOMOMHATa U YMEHbILIEHUSI €€ HEraTUBHOTO BJIMSIHUS
Ha OCHOBE MPUMEHEHUSI METO/Ia TapaMEeTPU3ALINH.

Metoauka. /I yMeHBIIEHMS! HETaTUBHOTO BIUSHMS
MYJIBTUKOJUIMHEAPHOCTA B MHOTO(AKTOPHBIX PErpecCuoH-
HBIX MOJIEJISIX pa3paboTaHa METOMMKA, KOTOpasi OCHOBaHA Ha
nepexoe oT (PyHKIUU HECKOJIbKUX TepeMEHHBIX K €€ Tapa-
METPUYECKOMY MPEICTABICHUIO MyTEM aHAIM3a KOppesiu-
OHHOM MaTpullbl MeXay (hakTopaMu C 1IeJbI0 YyCTPAHEHUS
B3aMMHOM KOPPEJISILIMU.

PesynbTaTbl. DKOHOMUKO-MaTEMaTUYECKOE MONIEIMPOBa-
Hue nesteabHocTd YAO «MHTYIeKMii TopHO-000TaTUTE b-
HbII KOMOMHAT» 1MOKa3aJlo, YTO HaJu4yue MYJILTUKOJIJTMHeap-
HOCTU TIpUA NPUMEHEHUN MHOTrO(GaKTOPHOM PerpecCUOHHOMN
MOJIEJIU TIPUBOIUT K MCKAXKEHUIO MOJYYeHHBIX Pe3yJIbTaTOB,
3TO CHMKAET MPaKTUYECKYI0 LIEHHOCTh Moaenu. [TpumeHeHue
MeTo/la MapaMeTpy3aldy ITO3BOJUJIO YMEHBIIUTh BIMSIHUE
MYJIbTUKOJIZTMHEAPHOCTH, MpUIaB MapaMeTpuYecKoMy Ipem-
CTaBJIEHUIO SKOHOMMKO-MaTeMaTUyecKOi MOJEIU colepxka-
HME pPeaTbHOro 3KOHOMUYECKOro Ipoiiecca. IIpumeHeHue
METO/Ia MapaMeTpu3alluu MO3BOJISIET YIIPOCTUTh MOCTPOEHUE
5KOHOMMKO-MaTEMaTUUECKOM MOJIEIN B BUIIE PETPECCUOHHBIX
ypaBHEHMI, YMEHBIIUTb HETATUBHOE BIMSIHUE MYJIBTUKOJUIN-
HeapHOCTHU MPU peasii3aluu 1 colepKaTeJIbHOM aHAJIU3€e 0CO-
OGEHHOCTEH 9KOHOMUKO-MATeMaTUIeCKOTO MOACITMPOBAHMS C
TOMOIIIbIO MHOTO(AKTOPHBIX PETPECCUOHHBIX YPaBHEHUI.

Hayynasa HoBu3Ha. BriepBblie MpenioXeHO NMpHUMeHEeHUe
MeTola IMapaMeTpu3ali, YTO IO3BOJISIET YMNPOCTUThH IO-
CTPOEHHE SKOHOMMKO-MAaTeMaTUIeCKOU MOJIIEIN B BUIE pe-
IPECCUOHHBIX YpaBHeHMI. Mcrionb3oBaHue MeToa mapame-
TPU3ALUM TTO3BOJIIET YMEHBIIUTh HEOMPEIeICeHHOCTh MPHU
CUHTE3¢ MHOTro(aKTOPHBIX PErPECCMOHHBIX YPaBHEHMIA,
00€ecTIeurB COOTBETCTBYIOLIYIO aleKBaTHOCTb.

IIpakTHyeckass 3HAYMMOCTb. AHAIM3 TOJYYEHHBIX pe-
3yJIbTaTOB 3KOHOMHKO-MAaTeMaTUIECKOTO MOIETUPOBAHMS
nesateabHoCcTH MHrynelKoro ropHo-o00raTuTeIbHOrO KOM-
OMHAaTa Ha 3HAYUTEIBHOM CTAaTUCTMYECKOM MaTepuaje ¢
NMPUMEHEHUEM pPa3pabOTaHHOIO aJaropuTMa yCTpaHEHMs
MYJIBTUKOJZTMHEAPHOCTH TIOATBEPIUI AeCTBEHHOCTD Mpe-
JIOXXEHHOTOo moaxona. PekoMeHayeTcsi BKIIOYMThL pa3pabo-
TaHHBIN AJITOPUTM T10 YCTPAHEHUIO MYJIbTUKOJTMHEAPHOCTH
MyTeM MapaMeTpu3aliuy B MPaKTUKY yIIpaBieHUs] SKOHOMU-
YEeCKOI NesITeIbHOCThIO TOPHOPYIHBIX MPEATIPUSITHIA.

KitoueBbie clioBa: 2opHoHOpYOHAS NPOMbIUAEHHOCMb, De-
epeccusi, MHO2OMAKMOPHASL MOOeAb, MYAbMUKOANUHEAPHOCMDb,
napamempu3zayus, QUHAHCOBAS 0eSMENLHOCb
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